ABLESTACK Online Docs

ABLESTACK-V4.0-4.0.15

ABLESTACK VM
IP&H3E 70| =

........




Ol TAl= ABLESTACK VM 2ZH[X| T &hof| M 22(Management), MH| X (Service), |2 E(Guest) S HEH 32| IPE A
AMO R HF = WHS QhBfLICH

—

MH|A ]1|.o ALHAF Ol BHA ShH M2 SH2 Mol Ol HA At of| k2

— o |' -‘g — - =Tkd = y O3 = o—l X o =
%EQLlcr.&%%% |£c': >A-|H|A£:':—>7II E&£OE NIC 8%, 2t2E U 2ot Al S A=A AAstD HRoh A
HIAE QHESIHA M7 | SELICH

, T2 ZE SH UE 3 22 S MEl(ping, curl), 21 27 RF, ZLIHE X & HASE

H3 HAM = 2E| 2 S
o

1. HAH|gdst: A= El CHRELY St XS F 7L RHAIZ0] RASHA| =5 HAS LAl SXIFLICH

2. DE MMM FX] : AFBXVME 24 o SR BFL|CH

3. Zone H|E A3} : M7 VM Hi X[t AA|ER] SES 97| 2/ CHY ZoneS LAl HIZ M tBtLCt

4 NAHIVMIH7| S HE| : 24, 2R, BEX AEZ|X| 5 IPHE HES 2o A|A” VME M| A Bt

5.3AE RX|E4 BE T 2t ol0|IHlO|H SAEE QX|E4 REZ Mets A E 1t 0to|a2y|o| M KhchetL|ct.

6 Z s ot

. CCVM Root A8 H|ZHS MH /=0l : CCVM 2&0| A passwd HHEOE root H/HHS E MY ABst0 H
StA| EEEIL|CE =% CCYMO| sshB&38H0] P HZAS Qs ZFQlLC.

In

?EAE RF A=t

ot

Ct

0jo

HAE

r

Aol FHAIL.

)

A FX| 8 CCVM EX]

Page 2 of 20



@s= - PaE -

ablecube3l-1

© ABLESTACK 7Hoi@atojel~ 4ef
ABLESTACK S21PEME] VM | 2L/ O 9 LIERIME] 40| #2EAUSLCH 2R HE0¢A ez Farei e}

FERCHE M SUEYHE diAEe ¢ dEatickEss 2Hojdl2 22|

ies GFS2l22 umy 4 fie S2APCHE] S24AE Aef k

A e @ Health OK | Started (1010.311,10]0:312. 1010313 3 B2 el Health Ok
L. o AsR EYg . P ) i
prEp Health OK glue-dim ted (1010317 1010.312,1010.313 ) LETY F 3SR 748 :(1010.311,1010.312,1010.31.3 )
= 8 glue-bmlockd : Started (1010:311, 1010312, 1000313 QH:_:EEI;‘ ;("J—a;ul 2la Al T
VMEHEE 1000312
WWN 55 =3
EXEHH
Al GF5 21247 34 r
ABLESTACK
£ GFsCi2a e : ] SRS HE hinia ey £
== fEms raoid def Running
AdE AEE
OR2E Y2 Jmnt/glue-gfs Mold M| g H%E
— MoldDE el WHE
cpu BuCare
Lict
Memary 6Gi8

ROOT Disk 37| 83G (A8715 6IG / AEE 26%)
MR Disk 37] 350G (MB7Hs 270G / MHEE 23%)

el Nie NIC Type: bridge (Parent : bridged)

o CubeCHA|EEO|AM HA EX| X244 MW S 226t HA K| MEH7} Stopped AENQIX| 2HQIBtL|CE,
2. 22IREMEVM "X

root@ @ cE@ - 0 K

ablecube31-1

]

@ ABLESTACK 7Hvi@afolola def

ABLESTACK @21 FEME] M MEE2I00) 9 U|E[RIME| 20| RE5IRUEUIC], 7 0 S20[HA Mep7} Ll ic]

ITCENCEISCE N sxcaciesc RGNS

FARCMH MY @

e GFS2lAAue) i SERCHE F2iAE e :

x ) el @ Health OK | Started (1910311, 1010312, 1010313 ) Baiae] e @ Health Ok
e ‘ E £ £ 3:w= THE:(1010311,1010.312, 1010313 )
im g oy Sle-dim: Starled (1010317, 1010:312,1010:313 ) wEy 3 T )
hob b (I GEEEE glue -k ol e (10100311, 1010312, 1000 214 yef wuE
SHRLUE AL S0
VMHHEE 010312 Sl CUE| S22 S2Y
S2AREHENM O] 1e0]H
BaRCME E
A2 GFS laA7H RaEiglnc Betec e FeiAni7 RusissLUIc RLAE
ABLESTACK DLIEGUE fARE T
B erseasn : o Eeesen R DLIEEME| 23 T HHDIE
= e 2Hagoigl ey Running
o "
LT Jmnt/glue-gfs Mold MHlA g8 HAE
_ MoldDB A ExlE
cpu Buore
wick
Memaory 16 GiE

ROOT Disk 371 undefined (AIE7HE undefined / MBE undefined)
MBE2] Disk 32| undefined (Bt undefined / MBS undefinedy
el NiC NIC Type: bridge (Parent : bridged)

SELinux 1P 10103010

o CubeCHA|ZEO|M E2IREHE VM HX| £ 2218 5|, VM HEiot SHAE HEf7t FX|2 EAIE=X| &eletct.

Page 3 of 20


file:///var/folders/assets/images/user-guide/change-ip/change-ip-cluster-01.png
file:///var/folders/assets/images/user-guide/change-ip/change-ip-cluster-01.png
file:///var/folders/assets/images/user-guide/change-ip/change-ip-cluster-02.png
file:///var/folders/assets/images/user-guide/change-ip/change-ip-cluster-02.png

3. 222K EX|

root@
ablecubel

Q 24 root@ablecubel:~ BE3J - 16 + HAEA =3
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[root@ablecube3 ~]# pcs status
Error: error running crm_mon, 1S pacemaker running?
crm_mon: Connection to cluster failed: Connection refused
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ip addr show <NICH>
ip route

ping -c¢ 3 <Gateway IP>
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# @A . pcs host auth [SAE 2| 1P} -u {PCS ID} -p {PCS PW}
# ot pcs 1D, pCcs pwe OAl0] QU= ST 0|22 OCHE U=dstA|H EL|CE.

pcs host auth 10.10.12.1 -u hacluster -p password
pcs host auth 10.10.12.2 -u hacluster -p password
pcs host auth 10.10.12.3 -u hacluster -p password

2. Corosync A& (IP ZAl)

nodelist { nodelist {
node { node {
ring0_addr: 172.1.1.1 ring0_addr: 10.10.12.1
name: 172.1.1.1 name: 10.10.12.1
nodeid: 1 nodeid: 1
} }
node { node {
ring0_addr: 172.1.1.2 ring0_addr: 10.10.12.2
name: 172.1.1.2 name: 10.10.12.2
nodeid: 2 nodeid: 2
} }
node { node {
ring0_addr: 172.1.1.3 ring0_addr: 10.10.12.3
name: 172.1.1.3 name: 10.10.12.3
nodeid: 3 nodeid: 3
} }
} }

® i /etc/corosync/corosync.conf% |6él>-| |'0:| nOdGllStlol node'°| rin0 addr'“"name"*okHIPi*x*

St ME eIt
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1. pcs cluster sync # g At 3715t
2. pcs cluster start --all # S AE AIE
3. pcs cluster reload corosync # Corosync HEd MHE

[root®ablecube3 ~]# pcs status
Cluster name: cloudcenter_res
Cluster Summary:
Stack: corosync (Pacemaker is running)
Current DC: 10.10.12.1 (version 2.1.9-1.2.e19_6-4%9aab9983) - partition with quorum
Last updated: Wed Oct 1 14:18:26 2025 on 10.10.12.3
Last change: Wed Oct 1 14:17:36 2025 by hacluster via hacluster on 10.10.12.1
3 nodes configured
16 resource instances configured (4 DISABLED)

Node List:
* Online: [ 10.10.12.1 10.10.12.2 10.10.12.3 ]

Full List of Resources:
cloudcenter_res
fence-ablecubel
fence-ablecube2
fence-ablecube3
Clone Set:
* Started:
Clone Set:
* Stopped:
Clone Set:
* Stopped:

(ocf:heartbeat:VirtualDomain):
(stonith:fence_ipmilan):
(stonith:fence_ipmilan):
(stonith:fence_ipmilan):
glue-locking-clone [glue-locking]:

[ 10.10.12.1 10.10.12.2 10.10.12.3 ]
glue-gfs_res-clone [glue-gfs_res]:

[ 10.10.12.1 10.10.12.2 10.10.12.3 ]
glue-gfs-clone [glue-gfs]:

[ 10.10.12.1 10.10.12.2 10.190.12.3 ]

Stopped (disabled)
Stopped (disabled)
Stopped (disabled)
Stopped (disabled)

Failed Resource Actions:

* glue-gfs_res start
ist, or not visible on
* glue-gfs_res start
i1st, or not visible on
* glue-gfs_res start
ist, or not visible on

Daemon Status:
corosync:

on 10.10.12.1 returned
this node!) at Wed Oct
on 10.10.12.2 returned
this node!) at Wed Oct
on 10.10.12.3 returned
this node!) at Wed Oct

active/enabled

pacemaker: active/enabled

pcsd: active/enabled

HA FX| o0l HAH 25 HE

StMOF BfLICt.
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ip={IPMI IP} pcmk_host_list={SAE Z2Z| 1P}

stonith update fence-{HA ZX[H}

fence-ablecubel ip=10.10.12.251 pcmk_host_1ist=10.10.12.1

fence-ablecube2 ip=10.10.12.252 pcmk_host_1ist=10.10.12.2
12.253 pcmk_host_1ist=10.10.12.3

# N pcs
pcs stonith update
pcs stonith update
pcs stonith update fence-ablecube3 ip=10.10.
pcs stonith config # MA| sToONITH ME Q9 =0l
pcs resource cleanup # SHAH Z|AA HENE CHA| ZX[ELCt.
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[root@ablecubel ~]# pcs stonith config
Resource: fence-ablecubel (class=stonith type=fence_ipmilan)
Attributes: fence-ablecubel-instance_attributes
debug_file=/var/log/stonith.log
delay=1@
ip=10.10.12.251
ipport=623
lanplus=1
method=onoff
password=admin
pcmk_host_list=1©.190.12.1
pcmk_off_action=off
pcmk_reboot_action=off
username=admin
Meta Attributes: fence-ablecubel-meta_attributes
target-role=5topped
Operations:
monitor: fence-ablecubel-monitor-interval -6@s
interval=60s
Resource: fence-ablecubeZ (class=stonith type=fence_ipmilan)
Attributes: fence-ablecubeZ-instance_attributes
debug_file=/var/log/stonith.log
delay=18
ip=10.108.12.252
ipport=623
lanplus=1
method=onoff
passwords=admin
pcmk_host_list=1©.190.12.2
pcmk_off_action=off
pcmbk_reboot_action=off
username=admin
Meta Attributes: fence-ablecubeZ-meta_attributes
target-role=5topped
Operations:
monitor: fence-ablecubeZ-monitor-interval-60s
interval=60s
Resource: fence-ablecube3 (class=stonith type=fence_ipmilan)
Attributes: fence-ablecube3-instance_attributes
debug_file=/var/log/stonith.log
delay=1@
ip=1@.18.12.253
ipport=623
lanplus=1
method=onoff
password=admin
pcmk=16.18.12.3
pcmk_host_list=1©.19.12.3
pcmk_off_action=off
pcmbk_reboot_action=off
username=admin
Meta Attributes: fence-ablecube3-meta_attributes
target-role=5topped
Operations:
monitor: fence-ablecube3-monitor-interval-60s

SR EHMEVM(CCYM) IPHE
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pcs resource enable cloudcenter_res # CCVM A%

virsh list --all | grep ccvm # ccvMO| Ue SAENA =20l
virsh console ccvm # ccvM 22 ®% ( BE: ctrl + 1)

o IPHZ M HtEX S35l 0F & Fo|ALE HIFZ|AE of| M 2E T CCYM Root AlHE = QI8tL|CY
3.1P B
nmtui

# Edit a connection -> &2| NICc MEH4
# IPv4 Configuration: Manual -> M IP/Prefix, Gateway, DNS & -> Save

# Activate a connection -> offed ZERIY Deactivate -> Activate

4. 88494

0|>|

ip addr show

ip route
ping -c 3 <Z[O|E9O| 1P>

o M IPZ SSH H£0| 7hs¢etx| 2hel gLt

SAE Sl Z2REMEHVYM(CCYM) It HE
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H
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not
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OlAl IP= AH| 2E0l| SEAH HARLICH S AE THY HE

1.SAEIAHF

vi /etc/hosts LY HZF # HEE 12 H
vi /usr/share/cockpit/ablestack/tools/properties/cluster.json J-'-l'oel “Zi # E'_gE._I IPE #—78'
1. ccvm ip Hy

2. mngtNic HE

3. pcsCluster WA # SAE 1pE #Y
4. hosts HY
5

extenal_timeserver HA
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2.CCVM I}y HZF

vi /etc/hosts It A # HA= 1p2 £H

vi /etc/cluster.json Lt HH # WA= 1p2 £H
1. ccvm ip HE
2. mngtNic Hy
3. pcsCluster HE # SAE 1p2 #HY
4. hosts Y&
5

extenal_timeserver HH

CCVM DB It =&

A Warning

O|O|X|f IP= O A[O|HH, & A 2tZ0f| SEA| ~FStAI 2 HIEHLITY.
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1.CCVM DB It 4™

Licensed to the Apache Software Foundation CASF) under one
or more contributor license agreements. See the NOTICE file
distributed with this work for additional information
regarding copyright ownership. The ASF licenses this file
to you under the Apache License, Version Z£.0 (the
"License™); you may not use this file except in compliance
with the License. You may obtain a copy of the License at

http: ./ www.apache . org/licenses/LICENSE-Z2.@
Unless required by applicable law or agreed to in writing,
software distributed under the License is distributed on an
"AS I5" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
KIND, either express or implied. See the License for the
specific language governing permissions and limitations
under the License.

HEHH B HABT AR R

#

management server clustering parameters, change cluster.node.IFP to the machine IP add
ress

# in_which the management server is running

cluster.node.IP=10.10.14. 10

cluster.serviet.port=U29

region.id=1

# CloudStack database settings

db . cloud . username=cloud

db . cloud.password=ENC(FGFvCgLNzYS8BEMXUSOQsuA+s@gXjeDD2o81LOQPcO9wwLhhMjLF FZ)
db . cloud.host=1localhost

db . cloud.driver=jdbc:mysql

db . cloud.port=3306

db . cloud . name=cloud

# Connection URI to the database "cloud”. When this property is set, only the following
properties will be used along with it: db.cloud.maxActive, db.cloud.maxIdle, db.cloud.

maxWait, db.cloud.username, db.cloud.password, db.cloud.driver, db.cloud.validationQuer

vy, db.cloud.isolation.level. Other properties will be ignored.

db.cloud.uri=

# CloudStack database tuning parameters

db . cloud. connectionPoolLib=hikaricp

db. cloud.maxActive=258

db . cloud.maxIdle=30

db . cloud.maxWai t=c000a0

db . cloud.minldleConnections=5

db . cloud. connectionTimeout=30000

db . cloud. keepAl iveTime=620000

db.cloud.validationQuery=s* ping */ SELECT 1

db . cloud. testOnBorrow=true

db.cloud.testWhileldle=true

db . cloud. timeBetweenEvictionRunsMillis=42000

db.cloud.minEvictableIdleTimeMillis=240000

db . cloud. pool FreparedStatements=false

db . cloud.url . params=prepStmtCachesSize=517&cachePrepStmts=true&sessionVariables=sql_mode
"STRICT_TRANS_TABLES,NO_ZERO_IN_DATE ,NO_ZERO_DATE ,ERROR_FOR_DIVISION_BY_ _ZERO,NO_EMGINMNE

_SUBSTITUTION®&serverTimezone=UTC

# CloudStack database 55L settings

ssh ccvm # ccvM sSsH S
vi /etc/cloudstack/management/db.properties # pp Ot £F

cluster.node.IP -> HAEZ ccvM Management IP = HAE ccvM Management IPE A

Mold &H
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b. HO|E =t

1. ssh ccvm # ccvM ssH d&
2. mysql -u root -p cloud PW:Ablecloudl! # ccvM DB H&
3. Zone2| 22| HER3A9 Management e HE
1. select *¥ from host_pod_ref; # HAE 1p U X9
2. update host_pod_ref set gateway='10.10.0.1"' where id=1; # HZAS AHo|ES 0| A
3. update host_pod_ref set cidr_size=16 where id=1; # HAS MEulotAz
4. update host_pod_ref description='10.10.12.7-10.10.12.8-0-untagged' where id=1; #

HEL pod AME 1P Fa YUH

5. update op_dc_ip_address_alloc set ip_address='10.10.12.7' where id=1:; # 7|Z0| o}
A 1PE HEY MM 1P F St AUH

6. update op_dc_ip_address_alloc set ip_address='10.10.12.8' where id=2; # Z|&0| o}
AE 1PE WAL MH 1P F St 2H

7. update image_store set url='nfs://10.10.12.10/nfs/secondary' where id=1; #
HA@E ccvm 2| 1P Y™

s AL
5. 2282 4d +H
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Q Check

CCVMOI| A

>
0%t
O}

0

! EA]

r
Il

re
il

LTt

1. ssh ccvm

1. Mold Agent A{H|A R A=

# CCVM SSH M&

2. systemctl restart mold.service

# Mold AH|A THAIZF

@ Check

Mold AMH|A THAIZ =, Mold &

ol F N

oM 2E S AE0A HHSHAIH EL|C,

1. 32E HOiE ®&

2. systemctl restart mold-agent.service

SDL|IE{2] THEH I

1. ZELEEMEH Y HE 2

i
2.

f

"bootstrap”: {

scvm”: "false™,

cowm”: “"false",

"pfmp"”: "false",
"gfs_configure": "false",
"local_configure": "false"

i

if

}I

"monitoring”: {
"wall”: "false”

¥,

"license”: {
"status”: “true”,
“type”: "ablestack”

vi /usr/share/cockpit/ablestack/tools/properties/ablestack. json

monitoring.wall

true

-> false 2 HY
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